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Modern video-based head-mounted displays allow users to operate along
Milgram’s entire reality-virtuality continuum. This opens up the field for novel
cross-reality applications that distribute data analytics tasks along this continuum
to combine benefits of established 2D information visualisation in the real
environment with immersive analytics. In this publication, we explore this
potential by transforming 2D graph data from a planar, large-scale display in
the real environment into a spherical layout in augmented reality 3D space, letting
it appear as if the graph is moving out of the display. We focus on design aspects of
this transformation that potentially help users to form a joint mental model of both
visualisations and to continue their tasks seamlessly in augmented reality. For this
purpose, we implemented a framework of transformation parameters that can be
categorised as follows: transformation methods, node transformation order
(groupings) and different ways of visual interconnection. Variants in each of
these areas were investigated in three quantitative user studies in which users
had to solve a simple cluster search task. We confirmed that a visual
transformation from 2D to 3D helps users to continue their tasks in
augmented reality with less interruptions, and that node transformation order
should be adjusted to data and task context. We further identified that users can
perform tasks more efficiently when a user-controlled transformation is used,
while a constant transformation with fixed duration can contribute to lower error
rates.
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1 Introduction

With recent developments in Mixed Reality (MR) technology, specifically the
development of large Field of View (FoV) video-based see-through Head Mounted
Displays (HMDs), it has become feasible to develop a new class of MR applications.
These MR applications allow the transient movement along Milgram’s Reality-Virtuality
Continuum (RVC) (Milgram et al., 1995). They are able to display the real environment with
additional augmentations (AR), can support Augmented Virtuality (AV) as well as full
Virtual Reality (VR) and are known as Cross-Reality (CR) (Jetter et al., 2021; Maurer et al.,
2022) or Cross-Virtuality (XV) (Fröhler et al., 2022). There is a wide range of potential
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application areas of XV, but the domain of visualisation and
Immersive Analytics (IA) (Ens et al., 2021) appears particularly
promising, as XV has the potential to help people immersing deeper
into their data as described by Chandler et al. (2015). With XV it is
possible to further support IA’s objective to improve data
understanding and decision making (Marriott et al., 2018) by
enhancing it with techniques from the real environment, such as
2D touch interaction with large scale displays, to make use of the full
RVC. In particular, it is possible to combine the advantages of
traditional 2D information visualisation with the benefits of IA.
While 2D information visualisation for instance provides
established and efficient ways to manipulate and filter data
(Ware, 2010), the use of stereoscopic 3D can add meaningful
context (Riegler et al., 2020) by applying an additional axis to
conventional 2D visualisations or by displaying data that have a
naturally occurring third dimension, such as volumetric or
geospatial data (Brath, 2014), as opposed to, for example, graph
data that is an abstract representation of data that does not
necessarily have a third dimension.

We believe that also graph data visualisation can benefit from
this hybrid usage of 2D and 3D technologies. Hence, we explored
this potential by interweaving elements from different locations on
the RVC in an exemplary graph analytics scenario that allows the
transition of data visualisations along parts of this continuum. In
particular, we focus on the transition of graph visualisations between
a large-scale planar 2D display in the real environment and an AR
version of the same data set with a video-based, stereoscopic see-
through HMD. By combining well-established 2D graph
visualisations with an immersive 3D view on the data in AR, we
expect that the comprehension of rather complex networks will be
improved in analytic scenarios. It will also enable future work to
combine benefits of devices at different stages of the RVC, such as
multi-touch input, passive haptic feedback and physical navigation
in front of large 2D displays (Kister et al., 2017) with the high level of
immersion (Kraus et al., 2021) and unlimited workspace (Nishimoto
and Johnson, 2019) of modern HMDs. Therefore, the precise
interaction that is possible on 2D touch displays can be
introduced to 3D space for data manipulation where raycasting
might not be precise enough.

A central question when moving data visualisations from 2D
displays into 3D AR space is how this transition should be designed,
so that users can continue their task seamlessly in ARwithout having
to re-establish focus on what they previously worked on in the real
environment (Schwajda et al., 2021). To establish and maintain such
a connection between both visualisations, users need to be able to
cognitively follow this transformation from 2D into 3D AR. To
support this transformation, an interactively controlled morphing
process can improve time, accuracy, and user preference when
combining different representation views (Yang et al., 2020).
Animated transitions have also been reported to improve user
performance and user preference when used between statistical
data graphics (Heer and Robertson, 2007), as well as to improve
the creation of mental maps of spatial information when used for
viewpoint changes in spatial information spaces (Bederson and
Boltman, 1999). We believe that carefully designed
transformations can greatly help users to understand the
relations between a stereoscopic 3D visualisation and its 2D
counterpart. They support users in integrating relevant features

from both views in a joint mental model of the visualised data. The
goal is therefore to derive initial guidelines for the design of data
transformations from a 2D space into 3D AR, based on empirical
quantitative research.

To assess which factors potentially influence how seamless this
transition from 2D to 3D AR is perceived, we designed and
implemented different variants of this transformation. These
variants were based on our literature research and prototypical
testing and cover three major areas of interest that will be further
outlined in subsection 3.3: transformation methods, groupings that
define node transformation order and visual links that use different
degrees of visual interconnection. In multiple pretest iterations, we
selected the most promising parameters, uncovered dependencies
between them and eliminated usability issues. For each area of
interest, we subsequently investigated the users’ recognition
capability during the transformation of graph data from 2D into
3D AR with a cluster search task in three different studies. The usage
of this rather simple task compared to a full system evaluation allows
us to isolate this transformation from other factors and to keep focus
on examining the visual transformation from 2D to 3D AR. This
initial set of foundational studies provides a starting point for further
research into different transformation parameters, layouts and tasks
as well as qualitative studies in realistic data analysis scenarios.

We extend the concept for the transformation of graph data
from 2D to 3D AR presented by Schwajda et al. (2021) by
introducing visual link techniques and providing empiric
evidence within three user studies. The main contribution of this
publication is therefore the development of a transformation
parameter framework and the quantitative comparison of
different parameter sets in three controlled user studies from
which we derive initial guidelines.

2 Related work

We start our related work section by summarising approaches
for visualising graph data and its advantages in 3D, how graph data
has already been examined in AR or VR in immersive analytics
scenarios and how planar displays have already been interwoven
with devices at other locations on the RVC to support data
immersion.

2.1 Graph visualisation in 3D

There is a vast amount of literature examining a wide variety of
2D graph layouts such as tree layouts (Walker II, 1990), node-link
layouts (Hachul and Jünger, 2006), adjacency matrices (Ghoniem
et al., 2004) and tree maps (Ahmed and Hong, 2007). While many of
these can be generalised to 3D (Herman et al., 2000), work on graph
layouts specifically developed for 3D is comparatively sparse (Hong
andMurtagh, 2005). There are, however, observations that 3D graph
visualisations can outperform established 2D visualisations such as
adjacency matrices, for instance in network comparison tasks (Joos
et al., 2022). It is also reported that 3D layouts can mitigate problems
with edge crossings or node overlaps that are frequently found in
complex 2D layouts (Kotlarek et al., 2020). Three-dimensional
spatial relationships between data points can also be used to
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create mental models that would not be applicable to 2D
visualisations (Brath, 2014).

The majority of layouts specifically designed for 3D focuses on
visualising hierarchical data with tree-like structures, such as cone
trees, in which child nodes form the apex of a cone in 3D space
(Robertson et al., 1991). Various derivatives of cone trees exist, in
which child nodes are arranged in hyperbolic 3D space (Munzner,
1997; Urribarri et al., 2013) or in naturally occurring phyllotactic
patterns (Carpendale and Agarawala, 2004). Hierarchies can also be
displayed in 3D as space-filling layouts (Andrews, 2002; Schulz et al.,
2009) or by representing nodes as connected bar charts whose height
is coupled with node hierarchy level (Keskin and Vogelmann, 1997).
An approach also applicable to graphs with no clear hierarchy are
spherical layouts that map a 2D node-link layout onto the surface of
a sphere. Identified advantages of this layout are for instance a clear
overview over the whole network, low physical effort to move
around the graph (Kwon et al., 2016), as well as the ability to see
nodes without occlusion from inside the sphere (Kwon et al., 2015).
Typical graph analysis tasks often involve analysing topological
features of a network, such as finding common neighbours and
paths (Lee et al., 2006). Studies indicate that these tasks can be
performed faster and with less errors in VR by using a spherical
graph layout instead of a 2D graph (Kwon et al., 2016), although
similar work utilising 3D node-link layouts comes to contrary results
(Kotlarek et al., 2020). Thus, we opted for a spherical layout in our
study. Mapping data onto a sphere has also been explored with other
types of data, such as multidimensional relationships of economic
indicators, that are mapped onto spheres (Gross et al., 1997) or
where geospatial data is projected onto a sphere (Spur et al., 2022).

2.2 Graph data in AR/VR

Immersive analytics of graph data has been a growing topic in
recent years (Fonnet and Prié, 2021) and 3D node-link graphs have
already been utilised multiple times for instance in VR (Capece et al.,
2018; Burch et al., 2020; Kotlarek et al., 2020). An early comparison
of different degrees of motion and stereo depth cues found that
head-coupled stereo viewing can increase comprehension of an
abstract graphic by a factor of three (Ware and Franck, 1996).

There are observations that users can interpret graph structures
more accurately and with lower perceived effort when being
immersed into VR (Kotlarek et al., 2020). Task performance for
graph analysis and spatial understanding can also benefit from a
higher fidelity display with head tracking such as a CAVE (Cruz-
Neira et al., 1992) compared to a 2D wall (Henry and Polys, 2010). A
comparison between a CAVE-style environment and an HMD in a
collaborative graph network analysis, revealed high accuracy in both
environments (Cordeil et al., 2016). Task completion time was even
faster in the HMD condition. Different input modalities for
interaction with 3D graphs in VR have been explored (Huang
et al., 2017; Erra et al., 2019). A key aspect for exploring graph
data is navigation, which can be provided via real walking
(Drogemuller et al., 2018). Considering that real walking is not
always possible when exploring graph data in VR due to limited
space, navigation can be achieved with fly-through interactive
navigation techniques (Capece et al., 2018; Wagner Filho et al.,
2018; Erra et al., 2019). Two-handed flying using two controllers was

most efficient for node and path finding (Drogemuller et al., 2018).
In contrast, hands-free navigation methods were evaluated (Zielasko
et al., 2016) in a seated VR experience where a body-leaning
metaphor and an accelerometer pedal metaphor performed best
in a path finding task. Shifting the graph data from a fully enclosed
VR experience to AR is also well suited for graph analysis tasks and
can outperform a 2D screen condition (Belcher et al., 2003).

2.3 Extending displays

The use of augmentations to extend planar displays with a
monocular see-through HMD has been first proposed by Feiner
and Shamash (1991). Extending the display and move data from
such displays into the stereoscopic 3D space was first explored by
Kijima and Ojika (1997). They discuss a system which allows to
move CAD data from a desktop system into an augmented space.
Desktop displays have also been extended with AR content by
Prouzeau et al. (2019), who also consider potential real world
objects which might collide with the extension of the display.
Extrusion of 2D and 3D data from mobile and desktop displays
has also been demonstrated by Wu et al. (2020).

Other approaches focus on interconnecting multiple 2D views
on a large-scale display or on interconnecting multiple large-scale
2D displays spatially (García-Hernández et al., 2016; Reipschläger
et al., 2020) in order to provide a larger layout space or to have
additional visual information in the form of direct links.

In the area of visualisation, mobile devices have been extended
into 3D space with the help of AR displays to use the best of the 2D
and 3D world (Langner et al., 2021). A tabletop display has been
extended by Butscher et al. (2018) to display parallel coordinates by
linking them in 3D space. Mahmood et al. (2018) specifically focus
on the use of a large layout space by providing visualisation areas
relative to a large-scale 2D display. To overcome the spatial
limitations of large-scale displays, Nishimoto and Johnson (2019)
suggest to extend these displays with the help of AR in case the
observed area is in the border areas of the display. Data display of 3D
data relative to a large-scale planar display is shown by Büschel et al.
(2021). They use the 3D space to collaboratively discuss data with
the help of HMDs and tablets. Seamless extrusion of typical 2D
visualisations like histograms, bar charts, line graphs, scatterplots,
and parallel coordinate plots into AR 3D and vice versa have also
been demonstrated by Seraji and Stuerzlinger (2022a). They also
show how visualisations can be authored and shared collaboratively
between users being immersed in AR and users working in a
conventional desktop setting (Seraji and Stuerzlinger, 2022b).

For design and modelling tasks the extrusion of mobile displays
has been presented by Reipschläger and Dachselt (2019). Similarly,
De Araújo et al. (2013) demonstrated their 3D modelling approach
with a combination of AR and a tabletop display. Although a
plethora of display extensions have been prototypically
implemented and discussed, no detailed investigation of different
extrusion techniques has been presented yet.

The transition of virtual objects between AR and VR without
deformation has been recently explored by Cools et al. (2022), as well
as techniques for the transitioning of users along the RVC
(Pointecker et al., 2022). Further current publications focus on
formalising a design space (Wang and Maurer, 2022). Lee et al.
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(2022) suggest a high-level design space for transformations between
2D and 3D in MR environments, that covers the visualisation’s
initial, intermediate and final state during the transformation as well
as user interaction techniques and input modalities. They show
several examples how traditional 2D visualisations such as bar
charts, scatter plots and histograms can benefit from being
extended from a planar surface into 3D space. Furthermore, a
use case for graphs is demonstrated in which the shortest path
between two nodes is extracted into 3D space. Several aspects of this
design space were applied throughout our design process. A similar
suggestion for a design space to link 2D with 3D data is made by
Santos et al. (2022).

3 Transformation design

In this section, we give a first overview over the setup and general
process how we transform graph data from the real environment
into stereoscopic AR. We continue by briefly summarising our
applied design process whose steps and results are outlined in
detail in sections three and four, before we explain the developed
transformation parameters as part of our framework in detail.

3.1 General process and transformation
sequence

Our setup displays a web-based 2D node-link graph visualisation
on a touch-enabled, large-scale 2D display. This visualisation is
connected via a web socket with a Unity application running on a
video-based see-through HMD. The fundamental idea is to move the
graph data from its initial layout out of the 2D display into 3D space.
We use for this process the term “transformation” because the graph
visualisation is not only extruded out of the display as in similar works
(Reipschläger and Dachselt, 2019; Wu et al., 2020), but also deformed
into a new 3D layout.

The starting point for this transformation forms the 2D graph
visualisation on the large-scale display. This graph is used as an
initial layout, which is gradually converted into a pre-defined target
3D layout during the transformation. We chose a deterministic
layout at his point, because our goal was to examine the
transformation parameters in subsection 3.3 with as little
distortion as possible. When the transformation is started, a 2D
graph with identical layout is displayed on the HMD in AR. To let it
appear as if the graph is moving out of the large-scale display, the AR
graph has to be registered exactly with the graph on the 2D display to
avoid perceiving them as different networks. This is achieved by
calculating the geometric centre of the graph on the 2D display and
converting it from pixel coordinates to the physical position on the
screen. With the known position of the 2D display in AR tracking
space, the centre of the AR graph is then aligned with the centre of
the graph on the 2D display. Furthermore, the AR graph is scaled to
the physical size of nodes and edges on the 2D display.

The actual transformation can be compared with common
morphing concepts from computer graphics (Gomes et al., 1999)
or with defining key frames when using blend shapes for facial
animation (Joshi et al., 2006). It is established by interpolating node
positions from the outgoing 2D position to the target position in the

3D layout for all nodes during each position update. We also
identified more sophisticated transformation algorithms that do
not require a predefined target layout (Malik and Choudhary,
2016), but did not use them due to their run-time and their
previous usage only from 3D to 2D. The centre of the graph is
simultaneously moved 1.5 m away from the display towards the
centre of the AR tracking space during transformation, if otherwise
parts of the graph would intersect with the large-scale display after
the completion of the transformation.

3.2 System evolution

Before we started to identify relevant factors for the transformation
of data visualisations between the real environment and AR, we first
focused only on the visual transformation from 2D to 3D and vice versa
without any interconnection with devices in the real environment. For
this purpose, we first developed a Unity application that can be run on
the HMD either in AR or VR, enabling future work to transform data
visualisations also from VR to other locations on the RVC. Via a test
user interface, a 2Dgraph dataset was loaded and could be compared to
its 3D target layout counterpart by switching between them. After
setting parameters, the transformation between 2D and 3D could be
visually tested via a progress bar in the test user interface. This progress
could also be synced via a web socket or a MLAPI plug-in to other
devices, for instance to other co-located or remote HMDs to enable
future work to examine collaborative scenarios. This first iteration
included as transformation parameters already varying transformation
speeds, interpolation methods, target layouts and different algorithms
for transformation order (groupings as described in subsection 3.3.2).

In the next step, the AR graph was combined with a large-scale
display in the real environment. This was achieved by running an
Angular web application on the 2D display that is connected to the
Unity application of the HMD. Via selecting a dataset on the HMD
and synchronising it via the web socket, the 2D graph with the same
layout was displayed also on the large-scale display. The 2D AR
graph was then in turn aligned with the graph on the large-scale
display as explained in the previous section. The integration of the
large-scale display however required porting of the application to a
HMD with higher camera resolution (details can be found in
subsection 4.3), as single nodes were hardly visible on the large-
scale display through the HMD.

After coupling the large-scale display with the HMD, the first
question that emerged was how the transformation from 2D real
environment to 3D AR can be initiated and controlled in a more
realistic scenario without a test user interface. By applying relevant
parts of the design space by Lee et al. (2022), we therefore
conceptualised, implemented and tested different transformation
methods as outlined in subsection 3.3.1. Especially when testing with
groupings when not all nodes are transformed at once, we identified
a need for further visual hints during the intermediate state of the
transformation, so that users are supported in following the
transformation and keeping a link between the graph in the real
environment and the graph in AR. We therefore also conceptualised
and implemented in parallel different visual links as outlined in
subsection 3.3.3. This left us with three main categories of
transformation parameters as explained in subsection 3.3:
transformation methods, groupings and visual links.
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To test how these parameter sets can help users following the
transformation and continuing their task in AR, we decided to
examine each transformation parameter category in three
individual user studies, however with a coherent task and
study design as described in section 5. Before each upcoming
user study, we ran a test phase, in which different users tested the
concerning transformation parameters during informal pre-
studies as described in subsection 4.2. The collected feedback
as well as results from iterative, prototypical pre-testing were
then used to identify and fix usability issues, to further refine the
transformations and to exclude parameters that were not
expected to deliver promising results. With the results of each
part study, we further refined the selection of transformation
parameters and continued with the most promising conditions
from the previous study.

3.3 Developed transformation parameters

Based on our findings from literature and prototypical testing as
described in subsection 3.2, we developed a framework of
parameters that potentially influence how fluent and seamless the
visual graph transformation from 2D displays into AR 3D space is
perceived (see overview in Table 1). Hence, we primarily address
relevant design decisions for the transformation’s intermediate
visualisation state identified by Lee et al. (2022). These
parameters were subsequently implemented in a demonstrator
application. Although we designed and implemented these
parameters specifically for the transformation of graph data, we
believe that most of them can be applied to other data visualisations
with adaptations, for instance to extend 2D scatter plots by an
additional axis or by partitioning other conventional 2D
visualisations such as bar charts in 3D space as suggested by Lee
et al. (2022).

3.3.1 Transformation methods
Transformation methods in the context of our scenario describe

how the graph data visualisation transformation from 2D real
environment into 3D AR can be initiated and how its progress is
controlled. We do not target the actual data manipulation of the
graph to evaluate the transformation parameters without bias and
distraction. While this initialisation can be implemented in a variety
of ways, we believe that most transformations can be classified as
follows:

Spawn: The graph is transformed instantly from 2D into its
target 3D layout, without a visual animation in-between. This
represents a binary switch between the 2D graph on the large-
scale display as in Figure 1A and the AR graph already fully
transformed to 3D as in Figure 2C and can be seen as a baseline
condition.

Constant Transformation: The constant transformation can be
classified as fixed transformation in the design space of Lee et al.
(2022) and represents an open-loop control paradigm (Nacenta
et al., 2009). All transformation parameters such as order of nodes,
speed and duration are set before initiating the transformation, and
users cannot adjust their actions before the object is in its final
position. The transformation is started uni-directional with those
fixed parameters at a fixed speed without the possibility for adhoc
adjustments (see sample progress in Figure 2). In our system, users
start the constant transformation by pressing a UI button with a
virtual laser pointer attached to their hand controller.

User-controlled Transformation: A user-controlled
transformation is based on a closed-loop control paradigm which
enables users to adjust the execution of an action before it is finished
(Nacenta et al., 2009). In our case, it allows to directly manipulate the
progress of the transformation and can therefore be classified as
controlled transformation in the design space of Lee et al. (2022).
After setting parameters and initiating the transformation, progress
can be controlled by pausing or adapting the speed of the
transformation, for instance by adjusting the speed of controller
motion as in our implementation. Unlike the constant
transformation, this is a bi-directional process allowing to undo
and repeat parts of the transformation. In our prototype, the user-
controlled transformation is implemented with a pull gesture of the
hand controller, similar to mid-air grab-and-pull gestures already
utilised for transformations from 2D to 3D (Lee et al., 2022). By
pressing and holding the trigger of the controller and moving it away
from the 2D display, the graph can be pulled out of the display along
the z-axis and gradually transforms into its target 3D layout (see
Figure 2). The graph motion distance is not linearly mapped to the
controller motion to reduce physical effort. By reversing the
controller movement direction, the transformation can also be
undone.

3.3.2 Groupings
With groupings, we define the order in which nodes are

transformed into 3D AR. By applying certain criteria, nodes are
bundled into categories which in turn are transformed sequentially
into 3D space. This can influence which nodes are perceived as one
unit as defined in the Gestalt principle of common fate (Chalbi et al.,
2020). The order between created groups is a further design
consideration. Based on our prototypical testing, we identified
and implemented the following groupings:

TABLE 1 Overview of the framework’s transformation parameters.

Transformation Methods Spawn

Constant Transformation

User-controlled Transformation

Groupings

None

Node-by-Node

Cluster

Attribute

Graph Metric

Visual Links None

Fade

Trajectories

Centroid Lines

Further Transformation Parameters 3D Target Layout

Speed

Interpolation Method
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None:All nodes of the graph are transformed simultaneously, so
that the entire graph is transformed at once as in Figure 2.

Node-by-Node: Each individual node of the network is
transformed on its own.

Cluster: All nodes belonging to the same cluster within the
graph are transformed together, so that one cluster after another
moves into 3D as in Figure 3.

Attribute: Transformation order is determined by node
attribute values such as company sector, so that all nodes
within the same sector are transformed together as illustrated in
Figure 4.

Graph Metric: Nodes are ordered by centrality measures
(Wasserman and Faust, 1994) such as node degree, closeness or
betweenness centrality so that for instance nodes with high degree -

FIGURE 1
Illustration how graph data on a 2D display (A) can be moved into AR 3D space. When starting the transformation, graph spawns in AR and is aligned
with graph on the 2D display (B). By using a pull gesture, the AR graph moves gradually away from the display and transforms into a new 3D layout (C,D).
Cluster centroids of both graphs are connected with a line as visual guidance.

FIGURE 2
Transformation progress when testing transformation methods. The entire graph is moved gradually into AR 3D. A constant transformation requires
no controller motion ((A) ~ 20%, (B) ~ 60%, (C) 100%).

FIGURE 3
Visual transformation progress when using clusters as grouping criterion. Starting with the top-left cluster, clusters are transformed one after
another into 3D AR ((A) ~ 15%, (B) ~ 40%, (C) ~ 90%).
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i.e., many direct neighbours - move first out of the display as
illustrated in Figure 5.

3.3.3 Visual links
Visual Links describe different ways of visual interconnection

between the graph on the 2D display and the graph in AR during and
after transformation into 3D AR. These links can act as visual
guidance to rediscover graph areas in AR that were previously
focused on the 2D display:

None: The transformation is executed without additional
visual cues.

Fade: As illustrated in Figure 6, the opacity of nodes and edges
that are currently transformed into 3D AR is gradually reduced with
transformation progress, so that they fully disappear on the 2D
display when their transformation is completed. If the
transformation is reversed, opacity is increased again. While this
emphasises the illusion that the graph is moving out of the 2D
display, users cannot reference to the 2D graph at the end of the
transformation when they continue in AR.

Trajectories: Trajectories are based on motion lines that are an
omnipresent part of the visual language in comic literature
(McCloud, 1993; Cohn, 2013). These lines help viewers to better
understand and remember the direction of moving objects in static

images (Kim and Francis, 1998; Burr and Ross, 2002; Kawabe and
Miura, 2006; Kawabe et al., 2007) and to reduce required viewing
times compared to using no lines (Cohn and Maher, 2015). We
utilise these effects by temporarily displaying the nodes’ movement
path with a line for each currently transformed node (see Figure 7).
This line is created by drawing polygons behind each moving node
after its next position update during the transformation, leaving a
trail behind the node. The already drawn polygons disappear after a
fixed time emphasising the feeling of motion.

Centroid Lines: Centroid lines visually link each cluster
centroid of the graph on the 2D display with the corresponding
centroid in the AR graph during and after the transformation to 3D
AR by drawing a straight line between them (see example in
Figure 1). Unlike trajectories, these lines are persistent and can
be used as reference between the two graphs also after completion of
the transformation.

3.3.4 Further transformation parameters
In this section we outline transformation parameters that are

part of our conceptual framework, but were not investigated yet in
our quantitative research. These are the target layout to which the
2D graph should be interpolated during the transformation, the
speed of the transformation and the deployed interpolation method

FIGURE 4
Transformation progress when company sector is used as grouping by node attribute. Company sectors are colour-coded in the data set ((A) ~ 25%,
(B) ~ 50%, (C) ~ 75%).

FIGURE 5
Transformation progress when node degree is used as grouping by graphmetric. Nodes with many edgesmove first into AR 3D space ((A) ~ 10%, (B)
~ 60%, (C) ~ 90%).
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during transformation. We did not investigate these parameters in
our studies since there are numerous layouts that need to be
analysed in future research, optimal speed highly depends on the
exact transformation configuration and interpolation method is
hardly noticeable in the short time during the study. Further
details on our decisions can be found in subsection 4.2.

3D Target Layout: The target layout to which the nodes are
interpolated during transformation defines the graph’s visual
appearance in AR after the completion of the transformation. As
outlined in section 2, graph networks can be represented in a variety
of ways. The“optimal” layout however highly depends on context
and different layout methods can produce rather diverse results
(Gibson et al., 2013; Kwon and Ma, 2020).

Speed: The transformation speed defines the size of the
positional shift of nodes between each frame during
transformation, which determines the total duration of the
transformation. In our implementation of the user-controlled
transformation the speed is coupled to the speed of the hand
controller when performing the pull gesture. For the constant
transformation, a trade-off between experienced efficiency and
the ability to still cognitively follow the transformation has to be
made. From our pretests we determined aminimum duration of 10 s
without groupings and 15 s with groupings as sufficient.

Interpolation Method: During the transformation, the next
node position is calculated by interpolating from the current node
position to the final position in the target 3D layout. With different
interpolation methods based on linear, exponential, logarithmic,
sinus or tangent functions we can vary node position changes during
the progress of the transformation. While for instance linear
interpolation causes constant node position changes during each
update, exponential interpolation increases position changes
towards the end of the transformation.

4 Prototype setup

In this section we give insights about the data set we used for our
studies, describe the iterative process we followed to identify the
potentially most relevant transformation parameters and give an
overview about the used apparatus and implementation details.

4.1 Data set and layout algorithm

As data set for our study we used a supply chain network
provided by Willems (2008) that has been widely used in the

FIGURE 6
Visual transformation progress when grouping by cluster is combined with fade. Clusters transformed into AR 3D space gradually disappear on 2D
display ((A) ~ 20%, (B) ~ 40%, (C) ~ 90%).

FIGURE 7
Visual transformation progress when grouping by cluster is combined with trajectories. Nodes currently transformed into 3D leave a temporarily
visible, transparent motion line ((A): ~ 10%, (B) ~ 30%, (C) ~ 95%).
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research community for optimisation problems. This network
consists of 16 clusters that are formed by 1,386 nodes and
1857 edges. Node colours in both layouts represent different
company business sectors, which are manufacturers (red), part
suppliers (green), transport (blue) and distributors (yellow).
These colours were adapted to a colour scheme that minimises
the impact of colour blindness (Wong, 2011). We chose a graph
dataset as it provides an abstract data visualisation that often benefits
from a third dimension. In contrast, data that is naturally 3D, such as
volumetric data, has an inherent representation.

The network layout was created with core concepts of NetBioV
(Tripathi et al., 2014) by visualising clusters in a 2D node-link diagram
that distributes the clusters evenly across the screen in four rows and four
columns. As we focused in this work exclusively on the parameters of the
actual transformation, we applied similar to other studies (Erra et al.,
2019; Kotlarek et al., 2020) only one 2D base layout and one target 3D
layout to avoid distortion in study results by varying target layouts. For the
2D layout we chose a layout that provides clear, distinguishable clusters
without toomuch occlusion of the individual nodes to enable the use of a
cluster search task. For the 3D layout, we decided for a spherical 3D target
layout by mapping clusters onto the surface of a sphere. This preserves
key characteristics of the 2D graph and ensures a good overview over the
entire network also in 3D (Kwon et al., 2016) and should therefore help
users to maintain a connection to the graph on the 2D display. Although
there are more “organic” 3D node-link layouts utilising more extensively
immersive space as for instance presented by Kotlarek et al. (2020), these
layouts perform not necessarily better than 2D layouts (Joos et al., 2022).
Some studies indicate that spherical layouts inVR can improve error rates
and completion times for a variety of typical graph analysis tasks, such as
finding common neighbours, highest degree nodes and paths, as well as
recalling node locations (Kwon et al., 2015). Furthermore, spherical
layouts can reduce frequently mentioned problems with occlusion
(Jeong and Pang, 1998; Joos et al., 2022) and edge crossings
(Archambault et al., 2007), particularly in 3D (Lu and Si, 2020).

4.2 Iterative pretesting and parameter
selection

We conducted several iterations of informal pre-studies and
prototypical testing to determine the most influential
transformation parameters from subsection 3.3 for our upcoming
user studies and to identify potential dependencies between
transformation parameters. We also tried to uncover usability
issues and to find satisfactory thresholds for each transformation
parameter configuration.

We decided to test all three transformation methods, which can
also be seen in Supplemental Video S1. While spawn was included as
baseline condition, we included constant and user-controlled
transformation to observe whether there are actual or perceived
differences in task efficiency and whether the user-controlled
transformation is potentially too distracting. Groupings were
reduced to three: none, cluster and attribute, which in our data
set are best suited to preserve the users’ mental map (Archambault
et al., 2018) during and after the transformation and which can also
be seen in Supplemental Video S2. While cluster appears natural for
a cluster search task, we also included attribute in which we used
business sector as criterion. This attribute is colour-coded in our

data set as described in the previous section and represents a
dominant visual feature in our data set, so that it preserves most
parts of cluster structures during transformation. None was again
included as baseline condition. We discarded node-by-node, as this
would have resulted in a very lengthy transformation due to the data
set size with 1,386 nodes. While grouping by graph metric appeared
promising at first sight, we also discarded this criterion, as it led to
considerable visual clutter due to node-following edges during the
transformation, when for instance nodes with high degree were
transformed first into 3D. All implementations of visual links were
included, as we expected differences in task performance between
these different levels of visual interconnection. The evaluated visual
links can also be seen in Supplemental Video S3.

We decided also not to assess different interpolation methods, as
differences were difficult to notice visually, especially for the user-
controlled transformation. Therefore, linear interpolation was used
as default. Different transformation speeds were also not tested, as
we considered it as a too narrow design aspect, as long as a sufficient
threshold is selected that allows users to cognitively follow the
transformation.

However, tests revealed that the optimal transformation speed
appears to depend on whether groupings are used or not. While
without groupings a constant transformation duration of 10 s was
considered as sufficient, this was considerably too fast for groupings
with many groups, allowing each individual group only a small
proportion of the 10 s total duration to transform. Therefore, the
logic was adapted so that constant transformations have a minimum
duration of 15 s with groupings, but at least one second for each group.

A further identified usability issue was that the order of groups
should be deterministic when cluster is used as grouping. We
therefore added a sequencing order, so that clusters were
transformed into 3D from the top-left to bottom-right. When
using trajectories, we identified problems with occlusion and visual
clutter due to the motion lines occluding the graph on the 2D display.
We addressed this by adapting line colours, adding transparency and
reducing the time for which the lines are visible to 0.5 s after the last
movement of the transformed node. Furthermore, centroid lines were
not clearly distinguishable from each other during the first iterations,
as they were assigned the same colour. This was adapted to assigning
each centroid line a unique colour from a predefined colour palette.

4.3 Apparatus and implementation

The AR graph visualisation, the graph transformations from 2D
to 3D with all parameters described in subsection 3.3, as well as the
user study guidance and collection of study data were implemented
with Unity (2021.2.15f1). While first prototypical tests were run on
an HTC Vive Pro1, the application was later migrated to a Varjo XR-
32 to address the poor camera resolution for video-based AR on the
HTC Vive Pro. The Varjo XR-3 features a dual display architecture
per eye, with a total FoV of 115° at 90 Hz. While the focus display
features a resolution of 70 pixels per degree (27 ° × 27 °), the context

1 https://www.vive.com/us/product/vive-pro-full-kit/.

2 https://varjo.com/products/xr-3/.
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display delivers 30 pixels per degree. The built-in front cameras
(dual 12-megapixel) were used for the camera stream of the real
environment. The HMD was operated on a PC with a Geforce RTX
3090, an Intel Core i9-11900K, and 64 GB of RAM, which achieved
an average frame rate of 82 frames per second.

As input devices, Valve Index hand controllers3 were used from
which study participants could chose either the left- or right-handed
controller. For the selection of buttons in the study user interface as
well was the selection of graph clusters, a simple laser pointer,
intuitive and familiar to most users with VR experience (Kotlarek
et al., 2020), was used that was activated when the thumb was put on
the controller’s touchpad and when there was currently no
transformation in progress. When performing a user-controlled
transformation, the graph could be pulled out of the display by
pressing and holding the hand controller’s trigger and bymoving the
controller gradually away from the screen. A short haptic feedback
via controller vibration lasting 500 ms was provided when the
transformation was completed.

6DOF tracking for HMD and controllers was provided by four
Lighthouse base stations, mounted in the middle at each side of the
tracking space, enabling users to move in a 4 × 4 m tracking space.
The position of the large-scale display in tracking space was initially
determined with a Vive Tracker, but had to be configured statically
after migrating to the Varjo HMD due to the lack of Vive tracker
support in Unity’s OpenXR system at the time of writing.

The graph visualisation on the large-scale display was
implemented as an Angular web application utilising D3.js for
graph rendering. This application was operated on an off-the-
shelf laptop with an Intel Core i7-8650U, 32 GB of RAM and a
Geforce MX130 GPU. Graph data as well as events for graph
alignment and user-study-related UI changes were synchronised
via a web socket connecting the Angular application running on the
large-scale display with the Unity application on the HMD.

5 User studies

To gain insights into the influence of transformation methods,
groupings and visual links on user performance when transforming
data from 2D to 3D AR, we conducted three distinct quantitative
experiments. Each of the studies investigates one set of these
transformation styles, however, the results of the first user study
influenced the design of the conditions for the second and third user
study. This transfer of results was performed to limit variation within
a study and produce clearly measurable effects. All three studies were
based on the same study task, data set (subsection 4.1), apparatus
(subsection 4.3) and used the same procedure. We did not evaluate a
specific design for a transformation, but instead investigated a set of
possibly influential aspects of the transformation process. Since these
parameters potentially only have a small effect on performance and
task load, we chose a study design that isolates the effects of the
manipulated parameters. We chose a within-subjects design for all of
the studies to eliminate any effects based on differences between the
groups. To counter learning effects within the studies we used a

(balanced) latin square study design. Furthermore, there were at least
4 weeks between each study to counter learning effects across studies.
In this section, we describe the design of the three user studies as well
as the hypotheses. The results and discussion is then presented in
section 6.

5.1 Task

At the start of the task, the complete 2D network representation
was displayed on the large-scale display. Then, a randomly selected
cluster was highlighted by letting its corresponding nodes pulsate,
which was achieved by continuously in- and decreasing their node
radius. When the participants were ready, they confirmed that they
saw the cluster by using the pointer to select a button in the digital
user interface. As soon as the button was pressed, the cluster stopped
pulsating and the transformation started in accordance with the
respective condition. When the transformation was completed and
the graph was displayed entirely in 3DAR, the users used the pointer
to select the same cluster in the 3D graph that was highlighted
previously in 2D on the large-scale display.

Over all studies, the same task was used for each trial in each
condition to collect more data and receive comparable results. While
there is a wide variety of other typical, more complex graph tasks
(Lee et al., 2006), we chose a cluster search task as it provided precise
measurability of the transition process without introducing
additional confounding factors. Since the main focus of our
quantiative study design was to measure the influence of the
respective transformation parameters and the transformation
process itself on the users’ ability to connect the 2D
representation to its 3D counterpart, we assume that when
applied to a realistic scenario with more complex tasks, users
would be able to continue with a task after the transformation
without interruption. However, our studies only provide an
indication for that and the reality of a more complex task should
be investigated in a more qualitative study in future research.

5.2 Measures

For all studies, we measured performance by automatically
tracking task completion time (from the start of the transformation
to selecting a cluster), search time (the time it took to select a cluster
after the transformation was completed) as well as error rate for each
study. Additionally, we asked users to fill out the simulator sickness
questionnaire (SSQ) (Kennedy et al., 1993) before the start of the first
condition and after each condition to check for differences in
symptoms of simulator sickness. To measure subjective task load,
participants also completed the NASA Task Load Index (Hart and
Staveland, 1988) without weighting of scales (Hart, 2006) (RTLX) after
each condition. For studies two and three we added an informal
question on the users preferred condition. We then performed null-
hypothesis significance tests on task completion time, search time,
error rate and workload data. In the results section of each user study,
we only report on significant results. Since there was no effect on the
SSQ for any of the user studies, it is not mentioned in the results or
discussion. Furthermore, all participants in each study had normal or
corrected to normal vision.3 https://www.valvesoftware.com/de/index/controllers.
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5.3 Procedure

In each study, participants first received a short introduction and
then gave their informed consent to the data collection on a GDPR
compliant form. Then, participants filled out the SSQ to provide a
baseline for the following measurements. Afterwards, participants
started with the first condition. The order of conditions was
counterbalanced using a latin square design for study one and a
balanced latin square design for study two and three. In each
condition over all three studies, participants first received a short
instruction on the respective transformation and then performed
one demo trial in this condition before performing the experiment
trials. In the first user study, the demo trial was followed by three
experimental trials per condition, whereas for the second and third
user study users performed four experimental trials per condition. In
each study, participants were asked to fill out the SSQ again and then
the RTLX, after completing the final trial in a condition. After
finishing all conditions and filling out all questionnaires of a study, a
demographic questionnaire was administered. In the second and
third study then added the quesiton on preference.

5.4 Study 1: Transformation methods

In this study we compared the transformation methods
described in subsection 3.3 with each transformation method
being one condition: spawn, constant and user-controlled.

Hypotheses: Based on our experience during implementation
and testing iteration cycles, we expected the spawn condition to
perform worse in all performance measures as well as in the overall
task load, as it provides no visual transformation. The constant
condition provides visual guidance but does not allow user-control.
Hence, we assumed that it would outperform the other conditions
for error rate. However, for search time and task completion time we
expected the user-controlled transformation to outperform the other
conditions, as users had the ability to shorten the transformation
time, leading to shorter task completion times, and repeat the
transformation when necessary, leading to a shorter search time.
Finally, we expected the user-controlled condition to lead to an
increase in overall task load as it requires more interaction from the
users. This led to the following hypotheses for study 1:

• H1.1: spawn will produce higher error rates, higher search
times as well as a higher overall task load than all other
conditions.

• H1.2: constant will produce the lowest error rate among all
conditions, but a higher task completion time and search time
than user-controlled.

• H1.3: constant will lead to lower overall task load than user-
controlled and spawn conditions.

Participants: 19 participants were recruited from students and
faculty at the university campus (7 women, 12men). The average age
was 29 (SD = 6.13) years ranging from 20 to 41. Eight participants
had either never worn a VR headset or only once. Twelve
participants had a university degree, seven had a high school
diploma as highest completed education and one participant
completed an apprenticeship.

5.5 Study 2: Groupings

In the second user study we investigated the groupings in the
transformation process described in subsection 3.3. Therefore, we
chose constant and user-controlled transformation methods, based
on the results of the first study, to be combined with the groupings of
the data. As described in subsection 4.2, we selected the two
groupings that appeared to be the most promising in the
pretesting phase. Due to our task being a cluster search task and
the prominent presentation of clusters in our layout, the cluster
grouping was chosen for the second study. Furthermore, we selected
node attribute grouping with business sector as attribute which is
represented by colour in our data set and is therefore easy to
understand and easy to spot. Thus, we ended up with four
distinct conditions: user-controlled cluster, user-controlled
attribute, constant cluster and constant attribute. Additionally, we
increased the number of trials for this user study to four
experimental trials per condition and added a question on the
preferred condition at the end of the study.

Hypotheses: As the study task was a cluster based search task,
we expected the conditions with cluster grouping to produce lower
overall task load and lower error rates than conditions with
attribute grouping. Furthermore, we expected to reproduce the
results for the constant and user-controlled transformation
methods found in study one. Therefore, we assumed that
conditions with constant transformation would lead to a longer
task completion time, but a shorter search time. Based on the
combination of grouping and transformation method we expected
that the condition with cluster grouping and user-controlled
transformation will outperform all other conditions in task
completion time, because it gives the users control over the
transformation duration and fits the cluster search task.
Nevertheless, we assumed that the constant transformation
combined with cluster grouping would produce the lowest error
rates, since it forces users to spend more time on the task watching
the transformation process. Therefore, we expected the following
outcomes for study 2:

• H2.1: all conditions with cluster-based grouping will result in
lower error rates than conditions with attribute-based
grouping.

• H2.2: conditions with cluster-based grouping will result in
lower overall task load than conditions with attribute-based
grouping.

• H2.3: conditions with constant transformation will result in
higher task completion times and lower search times.

• H2.4: the lowest task completion time will be achieved with the
user-controlled cluster condition, while the lowest error rate
will be achieved with the constant and cluster condition.

Participants: 20 participants were recruited from students and
faculty on the university campus (10 women, 10 men). The average
age was 31.45 (SD = 6.05) years ranging from 25 to 50. Six
participants had less than 6 months experience with HMDs for
AR or VR. 19 participants had a university degree while one
participant had a high school diploma as highest completed
education. Five participants had also participated in the first user
study.
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5.6 Study 3: Visual links

In the third study we investigated differences between the three
different types of visual links outlined in section 3: fade, trajectories,
centroid lines, as well as none as a baseline condition without any
visual link. Based on the results of the first and second study, we
chose to pair the visual links with the user-controlled transformation
and cluster-based grouping.

Hypotheses: We expected that the control condition without
any visual links would be outperformed by all other conditions in
error rate, task completion time, search time and overall task load, as
it provides no visual guidance apart from the transformation itself.
Furthermore, we assumed that the trajectories and centroid lines
conditions would lead to a significantly lower error rate, task
completion time, search time and overall task load than the fade
condition. This assumption was based on the fact that fade displays
less obvious visual hints and only aids the user in keeping track of
the transformation progress and does not provide additional
guidance to find the respective cluster in the 3D layout. Finally,
we expected that centroid lines would lead to the lowest overall task
load, search time and error rate out of all conditions, as it provides a
clearly visible guidance for the users without introducing too much
visual clutter. Therefore, we expected the following outcomes for the
visual links.

• H3.1: all conditions with visual links will lead to lower error
rates, completion and search times as well as lower overall task
load compared to the baseline condition with no visual hints.

• H3.2: the fade condition will result in higher error rates, task
completion times and overall task load compared to the
conditions with more visible visual links, trajectories and
centroid lines.

• H3.3: the lowest error rate, search time and overall task load
will be observed with centroid lines.

Participants: 18 participants were recruited from students and
faculty on the university campus as well as four participants not
associated with the university (6 women, 12 men). The average age
was 32.11 (SD = 10.50) years ranging from 17 to 55. Eight
participants had less than 6 months experience with HMDs for
AR or VR. The highest completed education was a university
degree for twelve participants, secondary school for three
participants, a high school diploma for two participants and a
vocational middle school for one. Three participants had also taken
part in both prior studies and four had participated in one other
study.

6 Results

6.1 Study 1: Transformation methods

6.1.1 Data analysis
Due to a malfunction of the workstation, data of the first

condition of a female participant was lost. Therefore, all data of
this participant was excluded from data analysis. Neither the time
data nor the scales from the RTLX were normally distributed, based
on a Shapiro-Wilk test. Thus, we used a Kruskall-Wallis test for the

time data and the RTLX data and a chi-squared test for the error
data. For post hoc pairwise comparisons, the Bonferroni correction
was applied.

6.1.2 Results
We found a significant difference in task completion times (H

(2) = 47.55; p < 0.001) with the post hoc pairwise comparison
showing that the user-controlled transformation (M = 9.64; SD =
5.44) was significantly faster than the constant (M = 13.49; SD =
4.19) and spawn (M = 28.79; SD = 28.34) transformation, see
Figure 8A.

When comparing the search time we also found a significant
difference (H (2) = 98.03; p < 0.001). The post hoc test then revealed
that the constant transformation (M = 3.49; SD = 4.19) was
significantly faster than the user-controlled condition (M = 5.60;
SD = 4.64), which in turn was faster than spawn (M = 28.79; SD =
28.34).

The error data revealed a dependency between the
transformation type and the error rate (χ2 (2, N = 162) = 16.20,
df = 2, p < 0.001). A post hoc test then showed that users selected the
correct answer significantly more often than expected when using
the constant transformation (expected: 43.3; observed: 50) and less
often than expected in the spawn condition (expected: 43.3;
observed: 34), see Figure 9A.

For the task load we found a significant difference for the
overall task load (H (2) = 25.04; p =< 0.001) with spawn leading to a
significantly higher task load (M = 43.00; SD = 22.87) than
constant (M = 11.56; SD = 7.84) and user-controlled (M =
19.44; SD = 12.72) transformation, see Figure 10A. We found a
similar effect for the mental task load, the user reported
performance and the effort. In all of these subscales there was a
significantly higher task load for the spawn condition than for both
other conditions. We also found significant differences for the
frustration, however, in the pairwise comparison only the
difference between the spawn condition and the constant
transformation condition could be confirmed.

6.1.3 Discussion
As expected, the control condition spawn, without any visual

transformation, led to a significantly longer search time and higher
error rate. It also caused higher task load scores in the RTLX, which
confirms the assumption that a visual transformation assists users in
maintaining orientation in the 3D AR graph and H1.1 can therefore
be accepted.

Furthermore, we also observed that in the user-controlled
condition, users performed the transformation much quicker in
terms of task completion time than the fixed time it took in the
constant condition, see Figure 8A. Nevertheless, the search time was
significantly faster for the constant condition than for the user-
controlled condition. Therefore, the transformation speed in the
constant transformation may be too slow and could be optimised.
However, the constant condition also led to a lower error rate that
could not be achieved with the user-controlled condition. Despite
users being able to adjust the transformation speed to their needs,
this condition still could not bring down the error rate. A possible
cause for this result might be that actively pulling data from 2D into
3D AR with the pull gesture may have distracted users visually and
mentally from their task of maintaining cognitive relationships
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between clusters in 2D and 3D AR. Therefore, it could be useful to
provide users with a constant transformation when precision is the
key concern in decision making. In contexts where speed is the main
concern, the user-controlled transformation may be the best option.
Hence, H1.2 can be partially accepted, as the assumptions made for
task completion time and error rate were correct, but results for
search time did not match the hypothesis.

We also could not find a difference in overall task load between
constant and user-controlled transformations, which means that
H1.3 needs to be rejected, see Table 2.

6.2 Study 2: Groupings

6.2.1 Data analysis
Since we combined two transformationmethods from the first study

with two different groupings, we analysed not only each condition on its
ownbut also looked at effects that were only caused by the transformation
method or the grouping. The time data and the scales from the RTLX
when analysed by conditions were not normally distributed. Thus, we
again used a Kruskall-Wallis Test for the time data and the RTLX data
and a chi-squared test for the error data. When analysed by grouping or

FIGURE 8
Boxplots illustrating distribution of task completion times for study 1 with transformation methods (A), study 2 with groupings (B) and study 3 with
visual links (C).
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transformation alone, the overall task load was normally distributed.
Therefore we used a t-test for this scale. For the other scales as well as time
and error data we used a Mann-Whitney-U Test for comparing
transformation methods and for comparing groupings. Again, we
applied a Bonferroni correction for post hoc tests.

6.2.2 Results
When looking at the transformation method, the user-controlled

transformationwas faster than constant for task completion time (U =
16653.00, Z = 4.656, p < 0.001). For the search time the constant
transformation was significantly faster than the user-controlled
transformation (U = 9349.00, Z = −4.170, p < 0.001).

We also found a significant effect for task completion time and
search time when comparing each condition. For task completion
time (H (3) = 29.908; p < 0.001) the post hoc test revealed that the
combination of user-controlled transformation and cluster-based
grouping (M = 16.56; SD = 9.77) performed significantly better than
all other conditions, see Figure 8B.

For the search time, which also showed a significant difference
across all conditions, (H (3) = 24.74; p < 0.001) the post hoc test
showed that the constant transformation with cluster-based
grouping (M = 20.83; SD = 7.90) performed significantly better
than all other conditions and that the constant transformation with
the attribute-based grouping (M = 20.99; SD = 7.30) performed
better than both conditions with user-controlled transformation.

Regarding the RTLX we found an effect for the mental task load
subscale (H (3) = 9.20; p =< 0.027), where users reported significantly less
mental effort for the combination of constant transformation with

FIGURE 10
Boxplots illustrating distribution of overall task load for study 1 with transformation methods (A), study 2 with groupings (B) and study 3 with visual
links (C).

TABLE 2 Hypotheses overview.

Study 1: Transformation methods H1.1 Accepted

H1.2 partially accepted

H1.3 rejected

Study 2: Grouping and Transformation H2.1 rejected

H2.2 accepted

H2.3 accepted

H2.4 partially accepted

Study 3: Visual Links H3.1 rejected

H3.2 rejected

H3.3 rejected

FIGURE 9
Average task completion times in relation to error rate for study 1 with transformationmethods (A), study 2 with groupings (B) and study 3 with visual
links (C).
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cluster-based grouping than for both conditions with attribute-based
grouping. For transformation types, the temporal task load scale showed
a significant difference (U = 1,010.50, Z = 2.041, p = 0.041) with the user-
controlled transformation type leading to less subjective temporal effort.
When looking at the grouping, the overall task load index (U = 547.50,
Z=−2.431, p= 0.015), themental task load scale (U= 517.50,Z=−2.731,
p = 0.006) and the subjective performance (U = 530.00, Z = −2.618, p =
0.009) revealed significant differences with grouping by cluster
outperforming grouping by attribute in each scale, see Figure 10B.

6.2.3 Discussion
The effects found for the time measurements correspond to the

results of the first study, where the user-controlled transformation
method was faster than the constant version in the task completion
time, see Figures 8A and B. For search time, the constant conditions
outperformed the conditions with user-controlled transformation, so
that H2.3 can be accepted. A possible explanation from our observations
is that users could better follow the constant transformation, as this was
their sole task in this condition, while performing the pull gesture in the
user-controlled condition might have introduced distraction from the
cluster search task, leading to higher search times.

Although the cluster-based grouping seems to perfectly fit a
cluster search task, this effect could only be found in the results of
the RTLX (see Figure 10B), but was not reflected in the error rate
(see Figure 9B), as there was no significant difference between
cluster-based and attribute-based grouping. Hence, H2.2. Can be
accepted, but H2.1 needs to be rejected. Despite the study design
clearly favouring the cluster-based grouping, the attribute-based
grouping performed better than anticipated in our hypotheses.

While there was no effect in the overall task load when comparing all
conditions, the combination of constant transformation and cluster-based
grouping showed significantly less mental effort than conditions with
attribute-based grouping. This leads to the assumption, that mental effort
might need further investigation in future work to evaluate the effect of
grouping on this measure. Regarding H2.4, we can only confirm the
lowest completion time for cluster-based, user-controlled
transformations, but we did not find statistically significant evidence
for constant, cluster-based transformations having the lowest error rate.
Therefore, this hypothesis can only be partially accepted, see Table 2.

Additionally, we did not find a significant effect for any of the
measures between the participants that also participated in the first
study and participants that were not familiar with our study design.

The most popular condition in our post-study informal inquiry
was the user-controlled and cluster combination, which was the
favourite for 11 participants. Three participants liked the user-
controlled and attribute combination the best and two participants
preferred either of these and mentioned that the ability to steer the
transformation was crucial. The remaining four participants preferred
the combination of constant transformation and grouping by clusters,
while no participant favoured the constant attribute combination.

6.3 Study 3: Visual links

6.3.1 Data analysis
Since none of our collected data was normally distributed we

again used the Kruskall-Wallis Test for the time data and the RTLX
data and a chi-squared test for the error data. Unfortunately, there

was a significant difference between users that had participated in
the prior studies and users that had not. Therefore, we added a
second round of analysis where we excluded all participants that had
already participated in one of our studies.

6.3.2 Results
In our user study we found no significant results for time

measurements, error rate and RTLX data, see Figures 8C, 9C, 10C.
In the repeated analysis without participants who also took part in one
or two of the other studies, the results were the same as in the first round
of analysis, with no significant differences for any of the measures.

In terms of user preference, 13 participants stated that their
preferred visual link was centroid lines, two preferred trajectories,
two preferred the condition without visual link and one preferred
the fade condition.

6.3.3 Discussion
Contrary to our expectation, we found no significant difference

between any of the visual links, which requires us to reject H3.1, H3.2 as
well as H3.3, see Table 2. There are several possible explanations for this
result. First of all, it could be the case that there is no significant effect for
visual links when transforming graph data from a 2D screen into 3D
AR. Therefore, the difference in overall errors for the conditions is
merely a coincidence, see Figure 9 C.We consider this unlikely, because
it appears natural that additional visual cues can help users to guide
through the task, which also aligns with our gathered user preferences.
Despite the absence of significant differences in objective performance
there was a clear preference among users: 13 of the 18 participants
preferred the centroid lines condition.

On the other hand, it could be due to our study design.
Overall the error rates were low which could indicate that the task
used for the study was too easy leading to a ceiling effect. Thus,
we would need more data to find a significant effect or a more
challenging task, e.g., a more complex network or no grouping by
clusters. Lastly, the user-controlled transformation method we
chose could account for the low error rate. During the study, we
observed that users used the user-controlled transformation to
stop and sometimes reverse the transformation a bit. Therefore,
when they were insecure about the correct cluster, they could
check again, leading to a lower error rate.

7 Discussion

As expected, the biggest effect we found in our experiments was that
the absence of a visual transformation decreases user performance and
increases the task load in the cluster search task, as was shown in the
first study. There, the spawn condition was overall significantly worse
than both conditions that provided a visual transformation, see Figures
8–10. This spawn condition of the first study also shows that identifying
the clusters in the 3D representation purely based on their structure and
nodes is not a straightforward assignment.

Secondly, in study two we found that although the study design
favoured the cluster based grouping, there was no significant difference
in error rate and task completion time. Hence, users were still able to
identify the correct cluster within a similar time span when using the
more difficult attribute-based grouping. The users thereforemanaged to
sufficiently solve the task with a non-ideal grouping.
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The transformation type also had an influence on the users’
performance as we saw in the first and second user study. The
constant transformation method led to a shorter search time in both
studies and a lower error rate in the first study, since users were forced to
look at the transformation for a fixed time period. The user-controlled
transformation on the other hand, led to a shorter overall task completion
time in both studies. Especially in the second user study where the
transformation method was compared with grouping, it became clear
that users were able to utilise the user-controlled transformation method
more efficiently. The users dynamically adjusted the speed of the
transformation and slowed it down when the cluster they were
looking for was transformed and increased the transformation speed
for irrelevant clusters. Especially in large data sets with numerous
manifestations of one attribute or numerous clusters that are
transformed one by one, the dynamic adjustment of transformation
speed could be a crucial advantage. Furthermore, the conditions with
user-controlled transformation were the preferred conditions for 16 out
of 20 users. Therefore, we recommend the user-controlled transformation
for use cases that focus on efficiency and user experience and the constant
transformation for scenarios where precision is crucial.

To our own surprise, we found no significant effect for the
different visual links we examined in user study three. Despite
users observably utilising, e.g., fade to keep track of which cluster
was last transformed or centroid lines to track their origin to identify
the correct cluster, there was no measurable difference in task
completion time, search time, error rate and task load. This could
either be explained by a mitigating effect of the user-controlled
transformation method we applied for the third study that allowed
users to quickly repeat the transformation. Especially in combination
with the cluster-based grouping the task might have gotten too easy,
leading to a ceiling effect. As a result, the visual link might not have a
large enough effect, so it would be detected in null hypothesis
significance testing. This could be examined in a future study with
a more complex task. However, there was a clear preference among
users with 13 out of 18 participants preferring the centroid lines.

Coming back to our objective to derive first initial guidelines for the
transformation of data visualisations from the real environment into AR
3Das announced in the introduction, we can conclude so far the following
guidelines based on our discussion andfindings fromall three user studies:

Moving data visualisations along the reality-virtuality continuum
should always involve a visual transition of the respective data
representation. Constant transformations are suitable in scenarios
where precision is the primary concern, otherwise user-controlled
transformations might be more appropriate to allow using
transformations more efficiently and to enable repeating specific
parts of the transformation if necessary. For visually very complex
transformations, constant transformations still might be the better
option to avoid distraction from the task. Especially when using
groupings, user-controlled transformations allow users to fast-
forward irrelevant parts of the transformation. Groupings should fit
to the current context of data and task and keep items of shared
meaning together. Less-ideal groupings can be used when it is beneficial
for the scenario, as long as users still manage to maintain their joint
mental model of both visualisations.

Furthermore, we want to shortly discuss that different input
modalities as described in the design space by Lee et al. (2022) would
change the transformation process. For example, it would be hardly
possible to perform a transformation in a way similar to our user-

controlled transformation, when using voice input. Each change in
transformation speed would then have to be articulated very precisely.
However, voice input would still be useful for the constant transformation
and keep the users’ hands free for interaction. On the other hand, gestures
might be a viable alternative to the controller, given that the hand tracking
is precise enough. For a more embodied interaction, approaches where
the representation is coupled to the users position (Hurter et al., 2017)
could be adapted to be used for transformations. Furthermore, such a
transformation to 3D could not just be used to change the layout, but also
to add another data dimension, such as a time dimension.

7.1 Limitations

We utilised task randomisation and counterbalancing in our
studies to avoid learning effects, but to facilitate comparisons, we
used the same data set, 2D source layout and 3D target layout
throughout all three part studies. We are however aware that results
and effectiveness of our investigated transformation parameters might
differ between varying data sets, source or target visualisations. To allow
a deeper analysis, multiple data sets and layouts will have to be
examined. Furthermore, it seemed natural that additional visual
cues such as centroid lines or trajectories would have a positive
effect on task completion times and error rates. We can observe this
trend in our study data, but as statistically significant results aremissing,
this area requires another in-depth analysis, for instance by extending
our framework with additional visual links, utilising more complex
tasks or by a narrower isolation of transformation parameters in a
future quantitative study. As we mentioned in the results of the third
study in subsection 6.3, due to a significant learning effect in our third
study, we repeated the data analysis without participants, that had
already participated in another study. Both analyses came to the same
conclusion, however, the learning effect and the smaller data sample are
clear limitations in this study.

8 Conclusion and future work

In this work we conceptualised, implemented and analysed a
framework of transformation parameters to examine the visual
transformation of graph data from planar displays in the real
environment into AR 3D space: transformation methods, groupings
and visual links. These parameter sets were evaluated in three
consecutive quantitative user studies, from which we could derive an
order of relevance. First, we confirmed that having a visual
transformation from 2D to 3D AR is not just pleasant to watch, but
helps users to form a joint mental model of both visualisations. This is
followed by groupings that fit to the examined data and usage context to
reduce search times and error rates. For transformation methods, we
identified room for context-specific design decisions. A user-controlled
transformation can improve efficiency and can be particularly useful for
large data sets with many groups, as it enables users to fast-forward
irrelevant parts of the transformation. A constant transformation on the
other hand is a better fit for scenarios where precision is the primary
concern. Although we observed a clear user preference for additional
visual support such as centroid lines, it appears that visual links have a
smaller influence than expected compared to other transformation
parameters identified so far.
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Although we covered with our user studies a wide range of design
decisions for moving graph data visualisations along the RVC, there are
numerous fields to be addressed by future work. This includes different
2D and 3D layouts, tasks and data sets as well as other types of studies.
So far, we investigated graph transformations in a controlled
experiment. Future work should therefore examine a more
exploratory scenario where users are able to interact with the data
more freely and perform visual data analysis on the data set. By allowing
more interaction with the data in 2D and 3D in a qualitative user study,
it could be observed how users combine these different visualisations
along the RVC to fully comprehend a data set and how the presented
transformations can help them to keep a link between the data
distributed along the RVC. We expect that in this context further
requirements emerge that need to be examined, for instance, giving
users more options to adjust the 3D layout to their needs, supporting
partial transformations in which only selected sections of a visualisation
are transformed into 3D AR or how these transformations can be
utilised in collaborative scenarios. To make these transformations
available for a wider audience and as most of the presented
parameters are not limited to graph visualisations, future work
should also examine moving other data visualisations along the
RVC and extend the presented transformation parameter framework
as required. Further research can also work on optimising the
transformation process, for instance by testing and evaluating
transformation algorithms that effectively avoid temporary occlusion
problems during the transformation from 2D to 3D, as we have
occasionally observed during our studies. Since we examined
specifically transformations from 2D to 3D, future research is also
needed to investigate reverse transformations from 3D to 2D.
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