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Abstract: The evolution of Al is set to profoundly reshape
the future. The European Union, recognizing this impend-
ing prominence, has enacted the AI Act, regulating market
access for Al-based systems. A salient feature of the Act
is to guard democratic and humanistic values by focusing
regulation on transparency, explainability, and the human
ability to understand and control Al systems. Hereby, the
EU AI Act does not merely specify technological require-
ments for Al systems. The EU issues a democratic call
for human-centered Al systems and, in turn, an interdis-
ciplinary research agenda for human-centered innovation
in AI development. Without robust methods to assess Al
systems and their effect on individuals and society, the EU Al
Act may lead to repeating the mistakes of the General Data
Protection Regulation of the EU and to rushed, chaotic, ad-
hoc, and ambiguous implementation, causing more confu-
sion than lending guidance. Moreover, determined research
activities in Human-AI interaction will be pivotal for both
regulatory compliance and the advancement of Al in a man-
ner that is both ethical and effective. Such an approach will
ensure that Al development aligns with human values and
needs, fostering a technology landscape that is innovative,
responsible, and an integral part of our society.
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1 The increasing importance of Al

In the rapidly evolving landscape of artificial intelligence
(AI), the European Union’s AI Act emerges as a pioneering
legislative framework, aiming to safeguard human values
and ensure the safe utilization of AI technologies. This leg-
islative initiative categorizes Al systems into four distinct
risk levels, with each category subject to specific compliance
criteria. However, the operationalization and implementa-
tion of these criteria present significant challenges, under-
scoring the need for a meticulous examination of the Act’s
provisions and their practical implications.

The objective of the present paper is to critically ana-
lyze the EU’s Al Act, focusing on the ambiguities and chal-
lenges inherent in operationalizing and assessing the com-
pliance criteria. It delves into the intricacies of the certifi-
cation processes, shedding light on the uncertainties sur-
rounding the authorities responsible for verification and
the methodologies that need to be employed for assess-
ment. The EU Al Act’s interpretative challenges, particularly
concerning provisions related to human oversight, safety,
and transparency, are scrutinized, highlighting the subjec-
tive (i.e., variably interpretable) nature of these criteria
and the potential inconsistencies in their application and
enforcement.

Furthermore, our present paper underscores the piv-
otal role of Human-Computer Interaction (HCI) in the con-
text of the AI Act. It posits that human oversight, safety,
and transparency requirements are intrinsically linked to
human perception and interpretation of Al, thereby placing
HCI at the forefront of Al development. We argue for the
integration of HCI principles in the development of Al sys-
tems, emphasizing that fulfilling the Act’s criteria necessi-
tates a comprehensive understanding of human limitations
and an adherence to fundamental HCI values.

In summary, our present paper provides an exam-
ination of the EU’s AI Act. First, we highlight the chal-
lenges in operationalizing its criteria. Second, we discuss the

B open Access. © 2024 the author(s), published by De Gruyter. [ EXN This work is licensed under the Creative Commons Attribution 4.0 International License.


https://doi.org/10.1515/icom-2024-0014
mailto:andre.calerovaldez@uni-luebeck.de
https://orcid.org/0000-0002-6214-1461
mailto:moreen.heine@uni-luebeck.de
mailto:thomas.franke@uni-luebeck.de
mailto:nicole.jochems@uni-luebeck.de
mailto:hanschristian.jetter@uni-luebeck.de
mailto:tim.schrills@uni-luebeck.de
https://orcid.org/0000-0002-7431-4251
https://orcid.org/0000-0002-7431-4251
https://orcid.org/0000-0002-7211-3771
https://orcid.org/0000-0002-7014-9105
https://orcid.org/0000-0001-6502-7114
https://orcid.org/0000-0001-6502-7114
https://orcid.org/0000-0001-7685-1598
https://orcid.org/0000-0001-7685-1598

250 = A.Calero Valdez et al.: European commitment to human-centered technology

ambiguities in certification and verification processes.
Finally, we describe why HCI plays a crucial role in shaping
the future of Al development. Through our analysis, we seek
to contribute to the ongoing discourse on responsible Al
and emphasize the imperative of aligning AI technologies
with human-centric values and societal norms. The field of
HCI must start to address these challenges in the next five
years to remain in the loop in decision-making about the
use of AL. We conjecture two different timelines as possible
outcomes where the field of HCI either embraces its role in
concretizing the AI Act or continues with business as usual
failing to live up to the implicit call to action in the AI Act
(see Figure 1).

2 The EU AI Act

The European regulation of Artificial Intelligence (AI) aims
to strengthen research and industry while simultaneously
ensuring safety and fundamental rights by focusing on
excellence and trust. The legal text is currently still in the
final stages of the legislative process. However, the result-
ing activities in the standardization process are not yet
finalized. The formulation of the regulations is deliberately
abstract. This is intended to ensure flexibility, broad appli-
cability, adaptability to changes, and the avoidance of legal
loopholes.

The AI Act relies on risk-based regulations, which have
to be specified through codes of practice. These codes
are developed in cooperation between industry, academia,
civil society, and the commission, supported by indepen-
dent scientific expert panels responsible for classifying and
reviewing Al models and issuing risk warnings. A new Al
Office within the European Commission will ensure the
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development of Al policy at the European level and mon-
itor the execution of the forthcoming Al Act. To promote
innovation and test practical applications, Al regulation
also includes experimental clauses and the establishment of
regulatory sandboxes. These allow Al systems to be tested
under real conditions in controlled environments without
neglecting regulatory standards.

2.1 Risk classes in the AI Act

The legislative framework classifies safety-critical areas into
four distinct categories, each with its own set of regulatory
requirements.

The AI Act presents a structured framework for regulat-
ing Al applications by categorizing them into different risk
levels, namely (1) minimal, (2) high, (3) unacceptable, and (4)
specific transparency risks. This categorization informs the
regulatory requirements necessary to achieve compliance
(see Table 1).

AT applications classified under the unacceptable risk
category encapsulate technologies perceived as antithetical
to societal values and individual liberties. This includes, but
is not limited to, systems like social credit scoring, emo-
tion recognition in workplaces and educational settings, Al
designed to exploit vulnerabilities such as age or disabili-
ties, and technologies capable of behavioral manipulation
or subversion of free will. Moreover, this category encom-
passes the untargeted collection of facial imagery in public
domains, public space facial recognition, biometric catego-
rization mechanisms, selective predictive policing (with cer-
tain exclusions), and the tightly constrained use of real-time
biometric identification in law enforcement contexts.

Alternatively, the high-risk category is reserved for Al
systems with a substantial propensity to inflict harm on
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Figure 1: Possible timelines with potential events either addressing or ignoring the importance of HCLin relation to the Al act.
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Table 1: Summary of Al risk levels, market entry barriers, and regulatory requirements under the EU Al Act with specific examples.

Unacceptable risk

High risk

Limited (transparency) risk

Minimal risk

Al applications with limited
risk to rights or safety

Al applications with minimal
or no risk

Criteria Al systems that threaten Al systems used in critical
safety, livelihoods, and rights  areas, where significant risk to
of individuals health, safety, or fundamental

rights exists

Market entry Prohibited from the market. Mandatory compliance checks,

barriers No entry allowed rigorous testing and

certification, data governance
and accuracy standards,
detailed documentation,
human oversight, and periodic
audits

Obligation to inform users
when interacting with an Al
transparency in data usage,
easy opt-out mechanisms

No additional barriers beyond
existing laws

Specific examples

Social credit systems, emotion
recognition, Al exploiting
vulnerabilities, behavioral
manipulation, untargeted
facial image collection,
selective predictive policing,

Medical devices, vehicular
technologies, HR management
systems, educational tools,
electoral influence tools,
critical infrastructure
management, law

Requires transparency but
generally includes applications
that are interactive without
significant consequences; e.g.,
chatbots or image editing

Generally includes all
applications with negligible
risk to users and do not
require specific requlatory
oversight; e.g., video games or
spam filters

real-time biometric enforcement tools
identification in law

enforcement

Regulatory
requirements

Complete prohibition

Fundamental rights and
conformity assessments,
registration in public EU

Transparency in data usage,
user interaction notifications

Compliance with general
consumer protection
standards, GDPR compliance

database, risk and quality
management systems, strict
data governance, mandatory

transparency, human

oversight, high standards of

accuracy, robustness,

cybersecurity, consistent

testing and monitoring

human safety, health, environmental integrity, or property.
This broad category encompasses a diverse array of applica-
tions ranging from medical devices, vehicular technologies,
human resource management systems, educational tools,
mechanisms influencing electoral behaviors, to the manage-
ment of critical infrastructures, and tools employed in law
enforcement sectors.

Pertaining to high-risk Al, the regulations stipulate
a series of stringent compliance measures. These encom-
pass conducting fundamental rights and conformity assess-
ments, mandatory registration in a designated public EU
database, and the institution of both risk and quality man-
agement systems. A paramount requirement for these Al
systems is adherence to strict data governance protocols
aimed at bias mitigation and ensuring data representative-
ness. Transparency is a critical mandate, necessitating the
provision of lucid documentation and instructional materi-
als. Furthermore, human oversight is a crucial requirement,

mandating the availability of auditable logs and, potentially,
system explainability. These systems are also obligated to
meet elevated standards of accuracy, robustness, and cyber-
security, underscored by consistent testing and monitoring
practices.

Systems that pose little or no risk to citizens’ rights
or security fall into the minimal risk category, such as Al-
enabled video games or spam filters. When consequences of
Al use are predictable, reversible, and inherently pose little
risk, no regulatory requirements are imposed. Such systems
still have to comply with general consumer protection stan-
dards and the GDPR, but no further restrictions apply to
them with regard to the AI Act.

2.1.1 General purpose Al

In an exceptional category, General Purpose Al, especially
those employing foundation models, is distinguished due
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to its inherent risk factors, necessitating augmented trans-
parency and comprehensive disclosure protocols.

For foundation models, characterized by a significant
investment in computational effort (exceeding 102 FLOPS),
there are additional transparency requirements encom-
passing technical documentation, training data oversight,
and protective measures for intellectual property rights.
Foundation models that carry systemic risks, exemplified
by platforms such as ChatGPT, are subject to more stringent
measures, including model evaluations, supplementary risk
assessments, adversarial testing, and the establishment of
incident reporting mechanisms. All content and interactions
generated by generative Al must be explicitly labeled and be
discernible to human users.

2.2 Enforcement and compliance

To ensure regulatory compliance, the Al Act imposes sub-
stantial penalties for breaches. Entities may incur fines up
to 7 % of their global turnover or €35 million for the deploy-
ment of Al in unacceptable applications and up to 3 % of
global turnover or €15 million for other infractions, with
tailored provisions for SMEs and startups.

The enforcement framework is comprised of an EU Al
office, an Al board, provisions for individual complaints,
and the establishment of market surveillance authorities
within member states. This comprehensive apparatus is
designed to monitor and regulate Al applications across the
entire spectrum of assessed risk levels, ensuring a harmo-
nized and effective governance of Al technologies within the
jurisdiction.

There are some parallels with the EU General Data
Protection Regulation. Both laws have global ambitions and
entail serious sanctions. The question of to what extent
the AI Act can promote or inhibit innovation, especially
for SMEs and organizations working for the common good,
arises again. This issue is closely linked to a clear mandate
for scientific research that is societally relevant and applica-
ble (similar to the GDPR with regard to IT security research):
How can the socio-technical systems in question be designed
to meet the ambitious development and operational condi-
tions in a resource-efficient manner, even amidst technolog-
ical advancements?

2.3 Transparency and human oversight
in regulations

A particular focus of the Al Act is on transparency and
human oversight. These are important criteria as they tie
the regulation to those most affected by any regulation —
humans. However, the terminology applied in the AI Act
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is (partially) unexpectedly deviation from current research
in explainable AI (XAI). Terms such as explainability, inter-
pretability or understandability have been a key research
interest in recent years. However, they inadvertently tie the
underlying quality (explainability) to human (subjective)
evaluation, as in “Does the application explain the decision
tome?” or “Do I understand the decision?” Transparency, on
the other hand, is a term associated with physical properties
of objects and alludes a more objective interpretation of the
desired quality of Al systems. This allows a technical inter-
pretation of transparency, as in, “Can we find/define a mea-
surement tool that demonstrates transparency?” Human
oversight or controllability — as used in the regulation - is
much closer to human evaluation and ties into existing
well-established research areas in HCI and human factors
research. As both these aspects are key aspects of the reg-
ulation we must assume that the goals of the AI Act are
intended to be not only a mere technical interpretation of
the aforementioned goal criteria. Nevertheless, these still
underdefined concepts beg the question: How can we attain
these criteria?

3 There is no reliable Al regulation
without a sound theory of
human-Al interaction

A major concern with the AI Act is that many terms and
concepts are not sufficiently detailed, since sound theoret-
ical models to describe human-Al interaction are still in
development. For example, the AT Act requires high-risk sys-
tems to provide information about an Al system’s accuracy
and limitations, but it does not specify how detailed this
information must be or what methods can be used. With
fines roughly twice as high as the GDPR, developers of Al
systems are demanding less ambiguity on their obligations
to comply with the law.

But what is needed for the AI Act to be an impetus
for innovation rather than ambiguity? Following Lewin’s
maxim that “there is nothing as practical as a good theory”,!
a deep theoretical understanding of human interaction with
Al systems is needed to realize the potential of regulation
as a driver of innovation. Thus, to support a successful
environment for Al development, the HCI community must
incorporate existing theoretical concepts from psycholog-
ical science, especially on human action regulation and
experience in technology-rich/artificial environments (i.e.,
engineering psychology), into education of developers and
users, research, and product development.
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3.1 Humans do more than just using Al
systems

In its most recent version, the EU Al Act aims to “promote
the uptake of human-centric and trustworthy artificial
intelligence”.? It also requires from high-risk systems to
enable human oversight,? by supporting users in under-
standing the AI system, staying aware of potential biases,
and allowing them to correctly interpret Al systems’ out-
put. The EU AI Act thus also calls on us as the scientific
community (and general public) to view people not just as
the executing instance who operates a technical system, but
as an independent, responsible entity with requirements
to responsibly handle the information processing tasks at
hand.

First, when human users aim to interact with an AI sys-
tem, they assess how the system processes information, i.e.,
develop an information processing awareness.> While we
do not want to discuss the notion of (situation) awareness in
detail here, it is important to highlight, that it is a construct
about a state of the human user.* In comparison to existing
constructs in research on Al systems, for example, the Expla-
nation Satisfaction Scale (ESS®), the concept of situation
awareness addresses how Al interaction changes human
perception and behavior. The ESS aims to evaluate system
properties, but is, in the end, focused on the system and
not its user. However, we postulate that users regulate their
actions — for example, when making a decision - based on
the before-mentioned information processing awareness.
That is, the extent to which users perceive, understand, and
predict an Al system’s information processing ° is the basis
for their ability to oversee this system.

Second, many Al systems are and probably also will be
developed for tasks or processes, that have been carried out
by human operators before (which is, after all, the definition
of automation®). On top of that, depending on the field
they are developed for, their integration into human tasks
will potentially be limited.? Therefore, a fruitful approach
could be to take human action control as a starting point
and view the gradual integration of automated information
processing as an adaptation of this action control. This also
allows us to address crucial scientific and ethical questions:
at what point is control over the action so far removed from
humans that they can no longer or should no longer be
able to take responsibility for it? At what interaction points
in a shared task can human oversight be established by
improving human awareness of information processing?

Third, in light of the AI Act, it is immensely important
to note, that human users of Al systems may approach these
systems with biases and a limited ability to process all pre-
sented information cognitively. That is, the perception of
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risk may be different when users have a sufficient feeling
of control compared to situations where they do not feel in
control.’” In addition to this, huge amounts of information
may convince users to positively assess outcomes even with-
out verifying their accuracy.® When humans are modeled
as rational, perfect users of Al systems, such biases and
ergonomic requirements will not be mitigated through Al
systems but potentially enhanced — or, in the worst case,
abused.

All in all, the EU AI Act is a call to focus on a deep
understanding of human users of Al — including potential
human bhiases, emotional, motivational, and cognitive states
of human users, and, ultimately, the conditions under which
human oversight and responsibility are possible — or not.

3.2 Al systems constitute automated
information processing

Regarding the definition of AI systems in the AI Act and in
the OECD definition,? an important aspect of these systems
is that they process information autonomously, and their
results can be decisive for human action regulation. This
characterizes Al systems as types of automation of infor-
mation processing that are characterized by autonomy and
connection to human actions. Hence, to discuss Al systems’
effect on human users, they can be anchored in theoretical
concepts of automation.

Key considerations include the suitability of automa-
tion for various tasks and its impact on human activities.
It is essential to understand how the ergonomic design of
Al systems differs from less automated systems in order to
develop Al that enhances user capability. Accurate models of
human response to Al are crucial for creating ‘trustworthy
AT that aligns users’ expectations with reality. Achieving
this balance is vital to prevent over-reliance, also known
as complacency, in automation.’® However, the integration
of Al systems into human information processing can fail
when their utilization is hampered by (unwarranted) mis-
trust."! We can assume that Al systems are not only expe-
rienced differently depending on their design, but may
actively change how human users approach a task.”? That
is, the integration of Al into human work modifies how
users regulate their actions and which information they use
to make decisions, requiring careful consideration of how
humans control and interact with automated systems.

The rich literature on signal detection and alarm sys-
tems, for example, can provide insights for AI design, partic-
ularly in ensuring effective communication of critical infor-
mation to enhance safety and performance.”® Viewing Al
through the lens of automation allows for the use of empir-
ical research to develop technologies that can augment
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human capabilities. On top of that, this perspective allows
predictions about the Al systems’ influence on human per-
formance, accountability, and the human ability to exert
control.™ These considerations are critical as human control
and oversight are key regulatory requirements for higher-
risk classes of Al in the AT Act.

3.3 Al systems can have different levels
of automation

To characterize diversity in automated systems, the concept
of “levels of automation” has been well-established and
extensively discussed in human factors and engineering
psychology for decades. This perspective allows for the clas-
sification of different levels of autonomy in systems, explic-
itly balancing the level of control retained by human users
against the autonomous actions of the system. For example,
as one of the most-cited approaches, Parasuraman et al.,
formulate ten different levels of automation, ranging from
manual operation to full autonomy. Their work provides a
nuanced approach to understanding the extent of function
allocation and to some degree to the structure of interaction
between humans and automated systems.

Conceptualizing AI systems in “levels of automation”
frameworks may enable developers and regulators to dis-
sect the complexity of AI systems, such as distinguish-
ing between recommender systems and decision support
systems, which may have different levels of automation
and consequently different implications for user decision-
making and information processing (see Ref. 16). That is,
levels of automation can be a framework that supports
developers to understand how Al systems can be improved.
Contrary to a risk classification, levels of automation can
be associated with empirically tested solutions instead of
legally required documentation. It is important to note,
that the level of automation should not be as high as pos-
sible, but fit the context of an AI’s deployment and be
designed to enable optimal joint human-AI performance.
For example, Miller argues that recommender systems (pos-
sibly representing higher levels of automation) may ham-
per the user’s ability to make decisions in comparison to
evaluative AI, which provides information.”” Understand-
ing these distinctions is important to address accountabil-
ity and control within Al systems, aspects that are closely
aligned with the objectives of the EU Al Act to promote trans-
parency, security, and users’ rights in the use of AI techno-
logies.?

Hence, in research, education, and professional prac-
tice, characterizing the specific level of automation of an
Al system becomes a fundamental question. Questions such
as “what level of automation does my Al system possess?”
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and “what level of control and autonomy is granted to
the user?” are essential to ensuring that Al systems are
designed, implemented, and governed in an ethical, user-
centered, and compliant manner. Thus, it is a crucial task
for HCI research to revisit research on human-automation
interaction and apply it to the design, study, and develop-
ment of Al systems. In this process, this will fill the concepts
of the AI Act with life.

3.4 Research is only as reliable as its ability
to develop theory

In the face of the EU AI Act, HCI research does not neces-
sarily need to create new theories, tools, or methods, as pre-
vious research on human reaction to automation is highly
transferable. Problems identified in automation research,
such as opacity/lack of transparency, illustrate how exist-
ing frameworks can guide the development of more trans-
parent and user-friendly AL However, Al introduces new
challenges that require the application of past research for
effective solutions. For example, while the concept of Situa-
tion Awareness has been used in research on automated sys-
tems, more specialized concepts like Information Processing
Awareness can prove useful to explicate and examine the
challenges of Al systems.>

All in all, the key challenge for HCI research was, is,
and remains to develop theories on how users construct
mental models of Al systems,'® and how feedback and learn-
ing influence such models. Research on AI has demon-
strated, that users might be convinced of a system with-
out understanding it."® Existing research on explainability
pitfalls or even dark patterns in explainability?’ demon-
strate: Systems containing more complex information pro-
cessing can be a barrier for efficient feedback and learn-
ing of users in comparison to existing, automated systems
and explanations could even be weaponized to convince
users of an Al system’s accuracy. In addition, improving
how diagnostic information is selected and presented to
users may be more complicated in data-driven models,*
demonstrated by a rising number of causal research in Al
systems.?

In addition, refining collaborative actions between
humans and Al based on interdependence and shared expe-
rience is critical to advancing human-centered Al. With a
significantly increasing number of input parameters, inter-
action points, and feedback channels (e.g., through anthro-
pomorphic features), the user and system exert influence
over each other while cooperatively engaging in a task
increases as well. The increasing coupling of humans and
systems during the processing of information must be mod-
eled more precisely in theory.
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4 There is no trustworthy Al
without HCI

The requirements for Al systems set out by the EU AI Act
reflect an important perspective of the safety of Al systems:
a human-centered view, that calls for empirical research on
humans’ reaction to Al systems. It is opposite to a purely
technical view, defining concepts such as the trustworthi-
ness or robustness of Al systems without integrating the
human factor. The AI Act, striving to ensure the safety of Al
systems in terms of their controllability and transparency
by governmental, organizational, or natural individuals,
raises questions about existing methods in Al systems, e.g.:
how do explanations® affect an individual’s ability to detect
errors? Which training can prevent complacency of novices
or experts, and which information do users need to provide
oversight?

In 2023, the EU issued the European Committee for
Standardization (CEN, Comité Européen de Normalisation)
to provide standards for trustworthy AI This standard-
ization process is a crucial element of the EU’s approach
on operationalizing the EU AI Act. The EU’s institutions
took responsibility for defining terms, that are still highly
debated in HCI research: trustworthiness, controllability, or
human oversight are just a few examples. It is promising,
for example, that the detectability of a system’s state and a
user’s influence on changing the state, are central to defin-
ing what “controllability” of systems is (see for example
Ref. 23). However, it is the HCI community, that needs to
provide tools, methods, and — most important — replicable
and theory-driven research to support the development of
human-centered AL

Historically, HCI research has successfully mastered
comparable challenges, e.g., when faced with disrup-
tive technologies such as Personal Computers and the
World Wide Web. By understanding and formalizing for-
merly hard-to-grasp and fuzzy concepts such as “user
friendliness”, “usability”, or later “user experience”, HCI has
not only helped to establish industry standards for test-
ing and improving complex human-centered qualities of
systems but also has arrived at a core insight about their
nature: Unlike the technological parameters of a system
such as storage size, response times, or energy consumption,
human-centered qualities do not reside in a system but
emerge from how specified users are using a system for
achieving their goals in their specified context of use.?*%
Without understanding and observing real users in real-
world contexts, the design and the assessment of the human-
centered qualities of a system are bound to fail. In light of
the coming Al revolution, it is now even more important
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that HCI faces that challenge with the same openness for
— and insistence on — involving real-world users and con-
sidering their many different practices and contexts of use
for achieving truly human-centered technologies.

In the next five years, students, researchers, and prac-
titioners of HCI need to familiarize themselves with a new
regulatory framework and contribute to its concretization.
Here and in the following sections, we identify three core
challenges for HCI research in the coming years: (1) devel-
oping metrics to evaluate human-Al interaction and its com-
pliance with EU legislation, thereby enabling a continuous
improvement of the Al Act, standards and regulatory mon-
itoring; (2) conducting theory-driven research on instruc-
tion for users of Al systems and education fostering human
abilities to control Al appropriately; and (3), the (contin-
uous) development of multimodal designs and interaction
patterns that enable developers to comply with the AI Act
and support ethical values of human-centered technology.

4.1 HCI must define and disseminate
methods to evaluate human-centered Al

The scientific discourse around Human-Centered Al demon-
strates how complex it is to define and operationalize
related concepts, such as trustworthiness or control (see Ref.
26). While EU legislation will not end the scientific discourse,
it highlights the importance of providing reliable theories
and methods to designers, developers, and deployers of
Al systems. That is, two years after the Al Act comes into
effect, deployers of Al systems (including governmental,
educational, and industrial actors) need to be able to prove
compliance. That is, a reliable and testable definition of Al
compliant with the AI Act needs to be established, and with
it, adequate methods to assess Al systems’ trustworthiness.

Previous, empirical research on trust has demonstrated
that high levels of accuracy of Al systems alone are not
sufficient to provide trustworthy Al systems.?’ In order to
develop reliable, trustworthy Al systems, developers must
examine how users experience Al systems and how human-
Al interaction may lead to complacency or unwarranted
caution.’® Merely requesting explanations to be presented
by Al systems or explainable AI (XAI) will not suffice. Unde-
sired effects of explanations by XAlI-system can happen, as
has been demonstrated before.>? Unsurprisingly, the way
XAI can improve human usage of Al systems is an emerging
research topic,”” which is however still in its infancy. The
effect of explanations should therefore be well understood
and - as stated in the AI Act — used in appropriate situations.
Conversely, explanations should be applied with caution
if they are qualified to limit human control (e.g., through
information overload?).
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But what can HCI research do, given that requirements
of trustworthy Al may be highly dependent on task, context,
or even individual user characteristics? In the next years,
the role of HCI will shift because core values of human-
centered design — namely controllability and human over-
sight — are central to the AI Act. Human-centered design has
evolved from a requirement to ensure the safety of auto-
mated systems to the requirement of European Legislation
itself. Accordingly, HCI must provide methods that are not
only effective but reliable, transparent, and able to serve in
certification processes (see also Ref. 28). In summary, HCI
methods will move beyond research and development as
they will become integral tools of EU legislation.

4.2 HCI must explore and quantify the
impact of education and instruction
on users of Al

In addition to comprehensive documentation, the appropri-
ate presentation of information - in the form of a manual
— will be key to meeting the requirements of the AI Act.
However, recent HCI research of Al systems, especially XAI
systems, demonstrated a focus on visual or textual informa-
tion, which accompanies specific decisions (local methods,
e.g., Ref. 30), explains the model in general (global methods,
e.g., Ref. 31), or aims to integrate both approaches (glocal
methods, e.g., Ref. 32). Considering limited human capabil-
ities to process information and to understand algorithms,
HCI research needs to examine how to train and prepare
users to be sufficiently qualified to exert control over Al
systems and take responsibility. That is, controllability is not
only dependent on the transparency and design of an Al
system but also on an individual’s ability to utilize the given
information.

HCI research has two paths to support users’ ability to
exert control over Al systems and take appropriate respon-
sibility for results: improving methods for education and
examining how to instruct AI users. For the improvement
of education in Al systems, existing approaches like sim-
ulations® and scenario-based design® must be tailored to
challenges accompanying Al systems, e.g., high volumes of
data and continuous learning and adoption. Furthermore,
learnings from the field of automation need to be adopted,
e.g., how mental models of users can be improved to avoid
breakdowns® such as the first failure effect.’® But how can
HCI research — and respectively EU authorities — define
the requirements for users before they can (legally) operate
high-risk Al systems? As this question will shape the future
of work, HCI research needs to design valid educational
approaches, addressing users with diverse characteristics.?’
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4.3 HCI must develop solutions for
human-centered Al

Data-driven methods of Machine Learning present develop-
ers with more challenges when it comes to transparency,
traceability, and controllability (see Ref. 21). Accordingly, the
HCI community has engaged in the development of tech-
niques to provide these features, even in systems utilizing
deep learning or Large Language Models. For example, the
visualization of weights of input parameters via Shapley
Values®' can support users in identifying (undesired) biases
in data-driven models. The visualization of Shapley values,
however, can be done in various ways (see Ref. 38). Which
visualization is the correct one, given a human’s task to
identify non-compliant behavior? Which visualization may
convince human users of a system’s fairness, but does not
support them in detecting unfair decisions? Adequate pre-
sentations of machine learning models for a huge diversity
of users will require creative and human-centered design
processes in the coming years.

On top of that, while many approaches to support
human-centered AI are visual or textual, the HCI com-
munity needs to put its experience of interactions to
work. When aiming for high levels of user controllabil-
ity, enriching Al interaction with additional information is
not enough. For example, the control of generative Al sys-
tems can be highly customized through a variety of slider-
based options,®® but potentially overburdens users. Espe-
cially in the context of general purpose models, designing
how users can control their functionality, will be a central
research topic. The ergonomics of the systems will depend
on how well the complexity of the underlying models can
be abstracted and users can be given control over them
in (sequential) interaction. Existing studies show that even
small changes in the sequence of interaction can lead to
changes in human behavior."?

4.4 Two visions for HCI

Possessing a robust theoretical foundation in Human-Al
interaction, coupled with the capability to objectively eval-
uate key facets of this interaction — such as transparency,
controllability, and oversight — will constitute the essential
critical thinking tools of the future (see Figure 1).

In an optimistic scenario, the field of HCI will eagerly
adopt these theoretical frameworks and methodologies,
weaving them seamlessly into both research and education
pertaining to human-centric artificial intelligence curricula
over the ensuing decade. Departments dedicated to HCI will
allocate enhanced scrutiny to the regulatory dimensions
of Al, while faculties of engineering and computer science
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will forge a closer amalgamation of HCI principles within
Al research and educational efforts. With the activation of
regulations delineated in Annex II of the AI Act, both the
academic sphere and the industrial sector will be primed
to affirm regulatory compliance and certify adherence to
established norms. These regulations will align with pub-
lic expectations, fostering a more profound understanding
of Human-Al interactions, culminating in the refinement
of AI system designs, the establishment of beneficial stan-
dards and certifications, and fostering a more collaborative
interface with artificial intelligence systems. Al systems,
once operational, will enhance human cognitive capacities.
Simultaneously, those who attempt to bypass regulations
and contravene European values will face prosecution and
punitive fines, as prescribed by the regulation.

In a less favorable vision, the field of HCI may find itself
sidelined, overshadowed by a more technocratic implemen-
tation of the AI Act. Under such a scenario, the nuanced
understanding of human factors in Al integration would be
neglected in favor of stringent, technically-focused regula-
tions that prioritize compliance over contextual relevance.
This shift could lead to AI developments that, while regu-
latory compliant, are less attuned to the user-centric prin-
ciples that enrich technology with humanity. Consequently,
this could result in AI systems that are technically adept
but deficient in fostering meaningful, ethical, and intuitive
interactions with human users. In the bleakest scenarios, Al
could potentially dominate human decision-making, espe-
cially in critical domains like medicine, despite technically
remaining under human control. This could lead to sit-
uations where AI systems, driven by their programming
and efficiency metrics, override human judgments and eth-
ical considerations, prioritizing algorithmic outputs over
human expertise and empathy. Such a development would
not only erode trust in Al applications but also endanger
fundamental human values by marginalizing the human
element in vital decision-making processes.

5 There is no community without
common language and
communication

The last large-scale regulation by the EU - the GDPR
— caused tremendous changes in worldwide software appli-
cations. While the intention of the GDPR was to preserve
privacy and allow control over data flows for end-users,
most notably, the introduction of cookie banners on web-
sites was the most visible effect of the regulation. Addition-
ally, this change has furthermore induced other unintended
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ill consequences, such as the use of dark design patterns
in Cookie consent forms.*° Privacy disclaimers must be the
most frequently presented and also most frequently ignored
legal speech in existence, causing an economic burden of 2.3
billion USD annually.#!

While cookie banners and their atrocious usability
were obviously not the intended outcome of the GDPR,
unintended consequences of large-scale regulations — such
as the AI Act — loom around the corner. Weaponized Al
explanations, pro forma certification, or shifting the burden
of liability to end users, are just a few examples of what
could go wrong and threaten the success of the AI Act. So,
how can we prevent a GDPR disaster 2.0? Who is capable
of preventing similar unintended malicious consequences,
and what tools will they need?

For the AI Act to become successful, the intended out-
comes and the actual outcomes must align. And as shown
above, the intended outcome of the regulation is to safe-
guard human values and ensure the safe utilization of Al
Measuring and ascertaining these outcomes cannot be con-
ducted by engineering sciences and HCI alone. Other disci-
plines in SHAPE! and STEM? will provide insight into what
to safeguard and into how to safeguard these values. Thus,
it is critical to include other disciplines in this discourse
and to provide a means of understanding what this dis-
course is about. However, discourse about Al can only be
non-superficial and meaningful when the language used
adequately represents the technological intricacies of the
topic. Thus, a transdisciplinary language of Al is needed.

From an interdisciplinary perspective, different fields
utilize different paradigms, methods, and theories with
partial overlap. The fish-scale model of interdisciplinarity
by Campbell*? posits that each discipline covers a certain
aspect of our reality and that by overlapping different disci-
plines a full picture of reality may emerge. In this metaphor,
HCI is the scale that overlaps with both the scale of engi-
neering and the scale of social sciences and humanities.
Thus, the responsibility of explanation is on the field of
HCI. We as a community must demonstrate that our insights
are able to translate between technological applications and
value-oriented human interaction. We must translate and
connect the quantitative engineering approaches to making
Al transparent (e.g., Shapley values, LIME, or SHAP) with the
qualitative meaning-seeking processes of the social sciences
and humanities, that try to understand what transparency

1 SHAPE - Social sciences, Humanities, and the Arts for People and
the Economy.
2 STEM - Science, Technology, Engineering, Mathematics.
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is for a heterogeneous group of individuals and commu-
nities. HCI is uniquely suited to be both a translator and
an ambassador for human-centered Al to help both the
engineering sciences create more transparent Al, and the
humanities and social sciences to measure and reflect on
the consequences of wide-scale Al utilization. To fulfill this
role, we must pick our obligations to demonstrate that we
will be able to do these roles justice. These obligations could
be concrete research goals aligned with demands from the
AT Act. We must pick the most pressing research questions,
even if we will only know how to answer them in five to
ten years from now, we already do know that we should
answer them now. For example, should we as a field be able
to demonstrate that the mandate for human control — as
issued by the AI Act — is fulfilled by a certain user interface
to Al-based systems? Otherwise, considerations of ethical
and social implications are doomed to remain dry runs in
hypothetical scenarios.

6 Conclusion: navigating the future
of AI within the EU AI act
framework through HCI

As we stand on the brink of a new era in Artificial Intel-
ligence (AI) and Human-Computer Interaction (HCI), it is
imperative to recognize the intertwined future of these dis-
ciplines under the legislative umbrella of the EU AI Act. The
present paper explored the multifaceted implications and
preconditions of the EU AI Act, emphasizing the pivotal role
of HCI in fostering systems that are not only technologically
advanced but also ethically aligned and human-centric.

The flourishing landscape of Al characterized by
rapid advances and integration into everyday life, calls for
re-evaluating the role of the field of HCIL That is, HCI must
evolve from its traditional boundaries to address the com-
plexities of how AI systems are intertwined with humans,
with technology becoming increasingly autonomous in
its information processing and action regulation yet
still intimately linked to human activities. Tackling this
(co-)evolution of a new human-technology relationship
necessitates a collaborative, interdisciplinary approach
that merges technical advances on the frontier of XAI with
insights from a deep understanding of the psychology
of Human-Al interaction closely integrated with broad
perspective from social sciences, ethics, and law.

In light of the EU AI Act, this consequently underscores
the necessity for HCI to be at the forefront of designing
Al systems that prioritize transparency, accountability, and
inclusivity. That is, the Act’s regulatory framework provides
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a unique opportunity for HCI researchers and practitioners
to lead the development of standards and methodologies
that ensure Al systems are comprehensible and beneficial
to all segments of society.

The future challenges and opportunities for HCI within
this framework are manifold. They include crafting inter-
faces that enable meaningful human oversight, develop-
ing evaluation methodologies that encompass ethical con-
siderations, and ensuring that AI systems enhance rather
than diminish human capabilities. Furthermore, the role
of HCI in education and public engagement is critical for
demystifying Al technologies and fostering a society that
is informed, prepared, and optimistic about the Al-driven
future.

We conclude with a call to action for the HCI community
to proactively engage with the challenges posed by the Al
revolution. By embracing the principles of human-centered
design, interdisciplinary collaboration, and ethical respon-
sibility, HCI can lead the way in ensuring that Al technolo-
gies are developed and deployed in a manner that truly
benefits humanity. In doing so, HCI will not only respond
to the immediate demands of the EU AI Act but also shape
the long-term trajectory of Al and HCI for a future where
technology serves to amplify human potential and societal
well-being.
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